Peer Review of the Proposed TMDL for Toxic Pollutantsin Dominguez Channel
and Greater Los Angelesand Long Beach Harbor Waters

This scientific review of the Proposed TMDL for TioxPollutants in Dominguez
Channel and Greater Los Angeles and Long Beach ddanaters is based on the
information provided in the Draft Dominguez Chaniaeld Greater Los Angeles and
Long Beach Harbor Waters Toxic Pollutants Total Maxm Daily Loads document
prepared and provided by the California RegionaltaV®uality Control Board, Los
Angeles Region. It includes the main document dméet appendices, as well as a
Tentative Basin Plan Amendment to Incorporate thiL.

The nature of this TMDL, which considers severaiidgollutants of very different
nature, strongly dominated by various non-pointreesi in multiple watersheds and a
coastal waterbody with an open boundary, is qudmpdex. It requires a profound
understanding of the environmental behavior andctiyxof every one of these toxic
pollutants in many different media; a detailed difation of the sources and current
levels of contamination in the watersheds, marireew column and sediments; an
accurate estimate of the daily loads transportesutih the watersheds to the receiving
water body; and an accurate yet protective estimiatee reduction needed in those loads
to achieve the objective of the TMDL, namely totoes the beneficial uses.

Given the nature of this TMDL and its complexitylasge amount of information is
needed to make a scientifically sound determinadiotihe total maximum daily load for
each of these pollutants, and the subsequent aflada the various point and non-point
sources. However, it is clear from the documentwided that the information available
is rather limited, and in some cases insufficientrtake a scientifically valid estimate.
The large data gaps, to be discussed in more detlaiv, result in significant uncertainty
in the determination of the TMDLs. Although this semetimes acknowledged in the
documents, the assessment of the actual unceriaimgdequate. The proposed margin
of safety is unlikely to be sufficiently protectivand may result in continued non-
attainment of the beneficial uses.

Another important issue is the assumption thatehesious toxic pollutants do not
have any synergistic or antagonistic effects. Tinmerical targets have been determined
based on the individual toxicity of each pollutaRbwever, it is quite likely that the
organisms that will be exposed to these pollutastsa complex mixture will not be
adequately protected by the individual numeric étgg The toxicological information
simply does not exist to make an accurate detetromaf numeric targets that would
take into account the temporally-varying naturetled complex mixture of pollutants.
Therefore, instead of assuming that there is nemiatl synergistic effect, an additional
margin of safety for the numeric targets would lesua more protective TMDL and
should thus be considered. While precedent in olMDLs may have led others to
assume that there are no synergistic effects,kaassessment of this nature should be
conservative and thus assume that there are ldate synergistic toxic effects, when an
aquatic organism is exposed throughout its enifieetd several metals and a cocktail of
toxic organic pollutants.



In addition to these major points, there are a remdé major and minor concerns
with regards to the development of the TMDL, regagdthe use of sound scientific
knowledge, methods and practices. The review ofldtwaiment is complicated due to the
fact that a number of important documents werematle available for the review, for
example the documents that describe the implementatalibration and use of the
LSPC model for the Los Angeles River (LAR), San faRiver (LAR) and Dominguez
Channel (DC). While those documents may have beelewed for a different TMDL,
the validity of their assumptions and the qualifytlee implementation could not be
assessed. In addition, the Draft TMDL document a¢ always clearly written, and
important information is omitted or not clearly pested. These issues are discussed
below in detail under the headings for each issulned in the request for a peer review.

1 Appropriateness of selected sediment, fish tissue and water numeric
targetsfor pesticides, PCBs, PAHs and metals.

Although the overarching question is whether theauic targets were adequately
selected, it is first important to determine whethiee pollutants that are being
targeted are the correct ones. Therefore, thisnesew also provides some pertinent
remarks with regards to Section 2.

In assessing the impairment a number of water tyyaediment and fish tissue
observations were considered (Table 2-8). Howeurermost cases little or no
information is given in the Draft TMDL for each daet reviewed with regards to the
number of observations considered, the number oéedances, and a sense of the
magnitude, frequency and duration of the exceedandee best example is Table 2-
16, but most other tables are lacking in this ingoatr information. The information
on the magnitude, frequency and duration of theeedances could be provided
within the text, to put into context the magnituefehe impairment. It is important to
know whether the objectives are always exceededuéntly exceeded or only during
very short periods; whether the short periods @guent or only once in a decade; or
whether the exceedance is 10% above the objective00%. For many of the
datasets reviewed, little or no information is adifuprovided (e.g. 2.4.3.1, 2.4.3.3,
2.4.3.4, 2.4.3.5); they are essentially just memibbut with no analysis. Given that
the POLA & POLB 2006 sediment survey (2.4.3.5) ppaently of high quality, it
would have been extremely useful to provide a thtaanalysis. Same for the
SCCWRP 2006 (2.4.3.6) study. This is a clear exanghlimportant information
omitted from the Draft TMDL. It should at least peovided in an appendix, but a
serious scientific report would have included aaded analysis of this information
within the main text. The level of credibility deases when the information and its
analysis are not provided. The summary providesertion 2.5 is inadequate, due to
its lack of specificity.

Monitoring data for some individual PAHs is avallab(e.g. Table 2-12).
However, criteria are based on either Total PAHbazo[a]pyrene (e.g. Table 2-3),
which does not adequately reflect the toxicity malscumulation of individual PAHSs.
The State of California explicitly considered inet006 303(d) listing for these



waterbodies the individual PAHs as opposed to #dreerpl category of PAHS, yet this
is not reflected in the assessment of NTs.

It is difficult to understand how a regulatory aggiin California would allow an
NPDES discharger to report the concentration ofctgollutants using analytical
methods that do not have adequate detection litoitassess whether in fact the
discharge meets the objectives (Section 2.4.3.2)atWs the point of allowing
NPDES dischargers to report the required infornmbiased on a method of analysis
that is useless for the intended use of the inftiona

With respect to the Numeric Targets, as statechéendocument (page 43), they
should be “guided by the Basin Plan and the CalifoiToxics Rule (CTR)”, but in
order to use the most current scientific knowledge should look into more recent
studies. The authors have taken the rather cortsenapproach of using the CTR for
most of the numerical targets, without considemngre recent information. This is
particularly concerning in those cases where th&® @fovides no information. For
example, in Table 3-1 there are several numerggkts which are indicated as n/a or
‘-’ (which is confusing to the reader, since n/ani defined and it is not clear what
the difference is between n/a and *-’). There igmantion of an effort to review other
studies or sources of information that may be useestablish Numeric Targets for
these pollutants.

While it useful to list the CTR values for acutdyranic and organism only
(human health), the document should_be expésitto which CTR value has been
designated as the Numeric Target. One cannot use tiifferent values for one
pollutant in a given water matrix (freshwater olwater). Therefore, Table 3-1
should be simplified, presenting only the speddiemeric Target for each pollutant
in each type of water.

The list of Numeric Targets for water (Table 3-4)incomplete, given the scope
of the TMDL. As indicated above and in Table 2-1Bere are several other
waterbody-pollutant combinations that require a TIMid be developed, which are
not included here, such as several individual PAglg. pyrene, chrysene, etc.),
dieldrin, toxaphene, Cd, and Cr. Thus, the Num&aets are incomplete. There is
no explanation for the omission, and in fact thet & the beginning of page 43
indicates that the intent was to consider all @&sthcompounds. Also, in Table 3-1
staff explicitly designates a Numeric Target fostjd,4’-DDT. However, it is likely
that the transformation products of DDT, namely DBxd DDE, are also present in
the sediments and water column, and may be of con&dther one considers each
explicitly, or as the sum of DDT compounds, whishgenerally considered to be
DDT + DDD + DDE.

Staff also used a “translator” to adjust the Numdrargets for three metals, to
account for water hardness. While the text provaesndication of the rationale for
selecting the conversion factors, the calculati@ame not provided within the
document or the appendices. It is important to geshis calculation somewhere
within the document or appendices, so that the atetian be reviewed. There is also
no explanation for the selection of only the aotakies for this calculation. A likely



explanation is the short residence time of the lmétathe water column in freshwater
bodies within this region, but this assumption $tidne made explicit.

For Water Toxicity, staff defines the use of thexitdy Unit Chronic. While this
is adequate, there is no mention of the methods whlh be used to determine
toxicity. Specific testing protocols/assays sholld defined, so that it is not
ambiguous and subject to interpretation. In thee cak Sediment Toxicity, staff
clearly defines the organisms to be used and theifspcriteria for interpreting the
test results (Table 3-4, p. 48). A similar approslkbuld be used for water toxicity.

The sediment concentration Numeric Targets aredbasethe sediment quality
guidelines of Long and MacDonald (1995 and 200®e Tse of the Effects Range
Low and Threshold Effects Concentrations is sciieally valid, since as noted by
staff, these are more applicable to the preventbrimpairment, which is the
objective of the TMDL. However, the applicationtbése sediment numeric targets is
inconsistent. For the toxic organics, Numeric Te&sgare set only for Marine
Sediment. As will be established later in the DFEMIDL document, many or all of
these toxic organics are still present in freshwatgliments which are transported
through the various freshwater bodies to the haviaters. Therefore, a Numeric
Target should also be set for the freshwater settinhe the absence of toxicity data
(if indeed none is available), the default shoutd the marine sediment Numeric
Target, such that the sediments delivered to thieonalo not enter at concentrations
that will continue to impair these waters. For itlarin Table 3-7 the labels “TECs”
and “ERLs” should be removed. These are now Numiargets, and there should be
no confusion with other terminology.

For the EFDC modeling effort (Appendix [), partitiag or distribution
coefficients were determined for seawater in cdntait the marine sediments, based
on a comparison of observed concentrations in deawand sediments. These
provide a solid scientific basis for establishihg toncentration of toxic pollutants in
the seawater that will be in equilibrium with thencentration in marine sediments.
This information should be used to determine whrethdact the marine sediment
Numeric Targets are in concordance with the seavideneric Targets. If this is not
the case, then achievement of one of the targeysnwiabe feasible, since there will
be continuous exchange between these two envirdameompartments. The
partitioning coefficients could also be used toalep seawater Numeric Targets for
those PAHs and pesticides which were not listeGaible 3-1.

The use of Fish Contamination Goals (FCGs) for fissue Numeric Targets
(Table 3-8) is scientifically valid, since the FC®ave been based on scientific
knowledge. However, Table 3-8 lists the associasgiment “targets”, which in two
cases are higher (less protective) than the Numiaaigets presented in Table 3-7
(e.g. chlordane and Total DDT), and in one instaad®elow (Total PCBs). This will
lead to unnecessary confusion, since there shdut@ntwo (or more) targets for a
pollutant in a given environmental compartmentthis case sediments. The Draft
TMDL document should be clear as to which one efwalues IS the Numeric Target
(either the one in Table 3-7 or Table 3-8). In &ddi since there are Numeric
Targets for dieldrin, and the PAHs in Table 3-7e thotation “n/a” is terribly



confusing. How can it be that there are Numericgé&ty in one table for these
pollutants, and not in the next table?

The Numeric Targets for tissue residues are basetientific knowledge.

Overall, the document as currently written is cairig as to the specific Numeric
Targets for water, sediments and tissues. Stafildrseparate the presentation of the
underlying toxicity values (acute, chronic, humaséd on organism; sediment ERLS
and associated sediment targets for fish tissuep fthe final presentation of the
Numeric Targets, which should be one value for kufant-matrix combination (i.e.
pollutant-freshwater, pollutant-seawater, pollutieshwater sediments, pollutant-
seawater sediments, pollutant-fish tissue, polldtissue residues). In addition,
partitioning coefficients (e.g. sediment-waterhfisssue-water, fish tissue-sediments)
should be considered to ensure that there is densig in the various combinations
of Numeric Targets.

2. Appropriateness of the selection and calibration of the numerical models
to estimate load capacity and load reductions

Two modeling frameworks were selected for modetimg fate and transport of
the toxic pollutants. The LSPC model was used lierwatershed and river/channel
transport from the sources to the receiving watgybdhe EFDC model was used for
the fate and transport within the harbor waterse @ibcuments provided describe in
detail the implementation of the LSPC model for tigar shore watersheds and the
implementation of the EFDC model. The implementaaod calibration of the LSPC
models for the LAR, SGR and DC watersheds was movtigeed. Therefore, this
review can only provide an assessment of the sficer#tppropriateness of the
implementation of the EFDC and LSPC model for rekare watersheds.

Source assessment

Source assessment is a very important componehedinkage analysis. Section
4.1 essentially lists or mentions the point souneél NPDES permits. However,
after more than 10 pages of generic descriptioaspecific information is provided
on the results of monitoring by these importantrses. Information is provided
about some of the difficulties in monitoring. Fotaenple, one learns that the Los
Angeles County stormwater monitoring has been ofuse to date since they are
using analytical methods with insufficient sensfjivto detect the pollutants of
concern. Thus, even though taxpayer or ratepageurees are being used to monitor
these waters, the information cannot be used atTdle omission of NPDES
monitoring results reduces the credibility of tdmscument.

As indicated in the report, these watersheds irclsoime highly industrialized
sections. In particular, the area around the porttudes several heavy industry
facilities. There does not appear to be any coraia of the difference in types of
industry in the source assessment. An acre of hgduwufacturing (e.g. clothing) is
considered the same as an acre of heavy manufagtye.g. refinery). This
assumption is not supported by any evidence thggesis that there is no difference
in stormwater quality surrounding these differgmiets of facilities.



The summary of results for the point sources (TdbB) is severely lacking in
any detail that helps to determine the magnitud¢heffluxes of the pollutants of
concern. The last column reports on the “Poteritialsignificant contribution”, but
there is no information in the entire document thaiports this assessment. The lack
of transparency is not scientifically adequate.

The assessment of direct atmospheric depositian isteresting analysis, in that
there is an attempt to link the emitters to thecspere to the watersheds where they
operate, at least for three of the metals. Howeaiesheds and watersheds don’'t have
the same boundaries. An emitter just outside arglaéel may contribute significantly
to the actual deposition in the watershed. Whiie thay be captured in the more
general deposition analysis, it may be better feoseientific perspective to determine
what the potential radius of influence is for magonitters to the atmosphere that are
in the vicinity of these watersheds. The estimat®dospheric deposition presented in
Table 4-5 appears to be based on sound scientibeledge and methods. The only
issue is that it does not include PCBs and theiq@ss that are also part of the
TMDL, and is limited to three metals. Thus, thelgsia is incomplete.

The assessment of the loads in the freshwater ®oslibased on model output
from LSPC. Given the concerns with the model catibn discussed below, there is
low confidence in these estimates. The estimates hdarge uncertainty associated
with them, which is not evaluated anywhere in teport. A table in Section 4.3.1
should provide the estimates, and a more thorouglysis of the loads (temporal
variations, contribution from different regionstiggte of the uncertainty, evaluation
of assumptions) should be included within the mBEMIDL document. In fact, this
level of analysis is not available anywhere wittiie documents provided.

The assessment of the amount of pollutant presemthé marine sediments is
based on EFDC model output. Again, based on themwncerns with model
calibration discussed below, there is low configemcthese estimates. Use of EFDC
model output introduces considerable uncertaintythe calculation, and this
uncertainty has not been evaluated or taken intesideration. The estimates
presented in Table 4-6 are given with an apparggit kevel of precision, in some
cases 7 significant digits. In reality, these eates can only be given with 1 or 2
significant digits; the data should be presenteddientific notation and only to the
level of precision justified by the uncertainty the estimate. Otherwise one is
misrepresenting the precision. It is also uncleatocawhether the estimated loadings
presented in Table 4-6 represent the mean value 2@02 to 2005, or the final value
at the end of the simulated period (2005). In aagec¢ this information does not
reflect the current concentrations in 2010 or 2@i¥en the significant bias in model
output, observed data would provide a better eséirohithe pollutants present in the
marine sediments. Since the model provides outputf&2005 (simulation is from
2002-5), it is more dated than the 2006 and 200dies$ that collected observed data.
As indicated before, these estimates do not coléhe metals and toxic organics
which have been identified, so the analysis isnmglete.

Section 4.4 (Sources Summary) indicates that thprns®urces of metals are
stormwater and urban runoff. Since no informatiaswgrovided previously about the
contribution from NPDES dischargers, this statementnot supported by the



evidence. The statements also are restricted tdtminguez Channel freshwater,
but in fact there are contributions from other majatersheds (LAR and SGR),
which are not discussed in any meaningful detdie Summary also indicates that
there are a number of activities that contributdlupents to the harbor, and in
particular discusses the “re-suspension of contatath sediments from propeller
wash”. While this is a valid source, it was notcdissed in the previous analysis, and
there is no additional information provided here, it is incorrect to bring up
additional sources at this late stage with no figstion. If the section intends to
highlight those activities that were not considetedt should be made more explicit.
One should then add that dredging is likely an irtgpd activity that was not
considered in the assessment. It is also odd amidisiag to be referred in this section
to two tables in a later section of the report (€ab6-9 and 6-11); that is poor
scientific writing. Those tables present Waste L@dlbcations, and do not thus
pertain to the source assessment. Overall, thecscassessment does not present
sufficient information for a correct assessmenthaf sources, and relies too heavily
on very uncertain modeling results, as discussémhbe

LSPC mode

Since the implementations of the LSPC model foritA®, SGR and DC were
not provided, they are not discussed in this pemrew to any detail. The
implementation of the LSPC model for the near sheagersheds followed generally
standard procedures for setting up the model. Elel lof discretization into 67
subwatersheds is appropriate. The land use datasétis somewhat dated (2000),
but more importantly there is no distinction betwedifferent types of industrial
activities. As indicated above, the emissions froeavy industry will be quite
different than those for medium and light industfithe same approach was used for
the LAR, SGR and DC, that would introduce considkraincertainty in all these
models. There should also be a consideration ofwhntotspots that may be
contributing more than the average load of a gipefiutant. It is important to
mention that the information provided in the TMDbadiment is very incomplete
with regards to the implementation and calibratddrthe LSPC model for the near
shore watersheds, so the comments below refer @oirtformation provided in
Appendix Il. The lack of transparency in the TMDbaliment with regards to the
relatively poor calibration of the model is not eptable scientific practice.

The original LSPC (and underlying HSPF) model ipatde of handling in a
continuous simulation both dry and wet weather dants. Since there can be
significant accumulation of pollutants on the lacajse of these watersheds, and the
antecedent soil moisture conditions play an impantale in the hydrologic response,
the current approach where the wet weather is sitedlseparately from the dry
weather deviates from the original model assumptiddo evidence was provided
that this approach (separating dry and wet weathesgientifically better in terms of
the representation of the system.

A scientifically defensible approach for calibratios to consider objectives
goodness of fit measures that can indicate whetherparameter values being



adjusted are actually resulting in an improvemehtthe simulated results in
comparison to observed data. Simple visual compariss insufficient for
determining whether the simulated response addguetfiects the true system.
However, in all cases (hydrology, sediment transpand pollutant transport) the
approach used for the LSPC modeling was based @n itladequate visual
comparison. In all cases, it appears that only steem event within the 10-year
period of simulation was actually used for the lwation of hydrology, sediment
transport, and pollutant transport. This is a vimyited basis for calibration. In
addition, the “calibration” was done only at onedbtion, and then it was “validated”
at two other locations. While the text in Appendixseeks to lead the reader to
believe that the calibration results are “well witlacceptable modeling ranges”, the
reality is that most of the simulated results averprepresentations of the observed
values, for hydrology, sediments and pollutantsréMsignificantly, the worst match
is for the location with the highest flow and loadsat is the one that is most
significant. Thus, the credibility of the resultepented in the TMDL report in Tables
5-1 and 5-2 is low for the near shore watershddbtel same poor fits were obtained
with the LAR, SGR and DC watershed models using@3Ren the linkage analysis
for this section is not scientifically acceptabitowever, the TMDL report does not
provide sufficient information to make this detemation.

The linkage analysis for the freshwater loads dises not consider the entire list
of pollutants. Thus, the analysis is incomplet&c8ithis information is the basis for
the EFDC model, it introduces a significant amoaohtuncertainty in the harbor
model, since the loads into the harbor are not @atety simulated. If a scientifically
defensible approach had been used to estimatentestainty in the watershed loads,
then at least one could make use of that inform&bothe EFDC model.

EFDC modd

The EFDC model as implemented considers a threeftiianal representation of
the harbor waters and sediments. This is apprepfiat this relatively complex
system; a 1-D or 2-D representation would be inadtxy The use of several marine
sediment layers is also an adequate and usefidgepiation of the system. The grid
and model configuration are appropriate.

The temporal simulation period considered is Jan2&02 to December 2005.
The statement is made that “this period encompasisesgreatest density of
observational data for model calibration.” Howewviie TMDL document indicates
that the most extensive study of pollutant cone@iuns was the POLA/POLB study
performed in 2006. Thus, the temporal simulatiomiqoke is inappropriate. This
important dataset should be considered for caldmmeand modeled explicitly (i.e. at
least to the end of 2006). As discussed below, dhtaset should NOT be used for
setting initial conditions. This is an importantar(i.e. not simulating to the end of
2006 to use this important dataset correctly) wiretluces the credibility of the
modeling effort.

The model considers the correct boundary conditibms freshwater and
associated sediments, as well as exchange witBahePedro Bay waters. However,



it is unclear whether sediments can be transponteshd out of the Harbor through
the open boundary condition; omitting this excharggn introduce error and
increases the uncertainty of the calculations.

While the contaminants of interest include six rieetand at least a dozen toxic
organics (see Tables 2-18 and 3-7), the actual imgdeonsiders only three metals
(Cu, Pb and Zn) and three organics (DDT, Total Paid Total PCBs). Thus, the
modeling is incomplete in this regard. Given thgn#icant differences in fate,
transport and toxicity among these pollutantss iat scientifically appropriate to use
the subset of pollutants modeled as representafitiee larger set of pollutants that
need to be addressed in the TMDL.

The partitioning of pollutants among seawater aagime sediment compartments
is adequate for simulating the equilibrium disttibo; however, it is not clear that
under dynamic conditions the pollutants are trulyequilibrium. While this is a
common and convenient assumption, it leads to aamsertainty in the calculations,
which is not assessed or discussed in the docunidmd. use of partitioning
coefficients based on actual observed concentsaiiorseawater and sediments is a
very good choice and reduces some of this unceytaitowever, the method for
selecting values (visual best) is not scientificadppropriate. A statistical method
should be used for this.

The EFDC model does not appear to take into corstide efflux of PAHS,
PCBs and the other toxic organic compounds to ttmosphere. While these
compounds have a low volatility, they can trangfem the marine environment to
the atmosphere since they are very hydrophobicurAber of studies have quantified
this efflux for different waterbodies around therldo Without an estimate by the
modelers, this introduces another source of unogytanto the EFDC modeling. A
simpler model could have been used to performautalion to determine the relative
magnitude of this flux, and decide whether it gngicant enough to use a model that
takes it into consideration. Along the same lirieere appears to be no consideration
of the slow but continuous transformation via reacof these toxic organics, which
occurs mostly in the water column. Ignoring thiangformation is a conservative
assumption from a risk assessment perspectivehtsuis not explicitly stated in the
report. Again, a more scientific approach would tbedo an assessment of the
magnitude of this process to establish how sigaiicit is, and thus determine
whether to include it or not in the model. The maeimplemented does not appear
to take into consideration these processes, winiciteases the uncertainty in model
output.

The initial conditions for the pollutant concenioats in marine sediments were
based on a substantial dataset. However, there explanation of the methodology
used to consider data from different years. Th& laf transparency in this important
step reduces the credibility of the modeling effart addition, the modelers
apparently used the dataset from 2006 to set thal ioonditions in 2002. There is no
discussion about how this was done. Scientificdlig approach is not acceptable.
The 2006 dataset should be used for calibrationvatidation, not to set the initial
conditions for a simulation that starts in 2002.



The input functions for the load of sediments assbaiated pollutants (dissolved
and adsorbed) are based mostly on LSPC simulatibpub Given the significant
issues associated with the calibration of the share watersheds LSPC model, there
is a significant level of uncertainty in this impamt model input. The values from
LSPC are considered deterministic. No apparentrteff@s made to consider the
uncertainty associated with these inputs and haswntlay affect EFDC model output.
This lack of rigor in the evaluation of this impamt aspect seriously reduces the
credibility of the EFDC model as implemented.

Although there is a complete section in Appendixhat discusses “Model
Performance Measures” in considerable detail, theuchent fails to present any
guantitative assessment of the EFDC model perfoceaiith respect to scientifically
acceptable measures of “goodness of fit". Althouotgarly the modelers produced a
lot model output, all the comparisons between satmh (“predicted”) and
observations is visual. For the hydrologic calilmat there appears to be a noticeable
difference in the tidal amplitude (e.g. Figuresnl & in Appendix ), but without an
objective measure it is difficult to determine winat this is an acceptable fit. The
match between simulated and observed phase andtutepbf the tidal current
velocities seems to be even lower (Figures 8-1Appendix ). Since the hydrologic
calibration is key for model performance, this magam is likely to result in
significant error in the simulation of sediment guadlutant transport. The authors of
this appendix consider the match “reasonably g@pdl12 in Appendix 1), but that is
strictly subjective and not based on a scientifycaéfensible performance measure.

A significant amount of effort appears to have bgdsced in calibrating the
salinity. It is not clear that this is very relevadn the issues considered in the TMDL.
Again, no model performance measures are repdrteany case, the simulation of
salinity appears from a visual perspective to béeqgood at the bottom, which
should not be very surprising since these watersatiia fairly constant salinity and
are not diluted significantly by the incoming fresiter. However, there is
considerable scatter in the data for the surfaaevater salinity (Figure 5-3 in TMDL
report). This is further corroborated upon visupection of Figures A-1 to A-20 in
Appendix I. As the authors indicate in p.23 of Apgi |, “point wise agreement is
not always good”. Surprisingly, the TMDL report iodtes that “the hydrodynamic
model provides a good foundation for the simulatidrsediment and contaminant
transport”. Given the previous findings, the use tbé word “good” seems
unwarranted.

The next step in the calibration is adjusting tediment transport parameters.
While there is a discussion in the TMDL documenths approach that should be
taken to perform this calibration, there is no praation of results. There is also no
analysis of the results. Pages 78 and 79 of the mEiDL report fail to provide any
serious discussion of the results for the sedimetite pollutant concentrations. This
lack of transparency is not acceptable. If theltesare not good, this should be made
clear. The reader is referred to Appendix | for llael news. In page 60 of Appendix
I, the modelers note that “model predicted conetiains are reasonable, however a
guantitative measure of agreement would be extryetoal”. While this is an honest
assessment, it indicates that the EFDC is not adelyu predicting sediment



transport. Only three graphs (Figures 40-41) aesgmted within this Appendix, and
the simulated results show significant variabildymajor issue is that the simulated
results are for a temporal period (2002-5) thatsdoet correspond to most of the
observed data (2006 and 2007). The omission gbtésentation of more results, and
of quantitative “Model Performance Measures” is soientifically acceptable. The

credibility of the output of this implementation tife EFDC model with regards to
sediment transport is thus very low.

The final step in the calibration is the adjustmehiparameters related to the
various pollutants. Again, no results are presemethe main TMDL report, and
there is no discussion of the results of the catibn. Although several figures are
presented in Appendix |, no quantitative “Model fBanance Measures” are
presented. The authors remark that “the compar@ww extensive scatter, but
model predicted levels are within the range of olksens”. Clearly, the EFDC
model as implemented does not adequately simulaecbncentration of these
pollutants. The comparison of the copper conceotrat(Fig. 42) indicates that the
model tends to over predict the concentrationseimegal. The over prediction is by a
factor ranging from around 1.5x to 2x, based owalisnspection (since all we have
is a graphic). The authors could have provided samdysis in their report, to be
more quantitative in the comparison. The over mtesh is more pronounced for lead
(Fig. 43) and zinc (Fig. 44) concentrations, whitae factors are 2x to at least 5x, if
not more. This is a substantial difference, andchas truly “within the range of
observations”. The best correspondence appears forlDDT concentrations (Fig.
45) although there are very few observations. Btal tPAHs, the over prediction is
again around 3x to possibly 10x. The observatiors samulation for PCBs indicate
that these toxic organics are below detection te\although the detection level
considered to make this assessment is not repoNedemporal trends are presented
for any of the toxic compounds modeled (metalsrganics), so it is not possible to
assess whether there is also a temporal bias (adating or depleting the
reservoirs). The presentation of results is selydasking, with diminished scientific
integrity. Overall, the calibration of the EFDC nabds not adequate, since it has a
clear bias towards over predicting concentratiohsoric pollutants in the harbor.
While this may result in a more protective TMDLmadel should not have a bias.

Overall the implementation of the EFDC model fog trarbor waters had several
important deficiencies, and the calibration of therious components needed to
predict the concentrations produce inadequate teesiihe outcome is that the
simulated concentrations of toxic pollutants in tierbor are biased and may not
reflect the actual concentrations. Thus, the liekagalysis is seriously deficient.

Section 5.3 (Summary of Linkage Analysis) makesmention of the problems
with calibrating the LSPC and EFDC models. Scientifhtegrity requires one to
report and discuss the problems with the calibmatiout this is not done. The
summary introduces the presentation of pollutaad lieeduction scenarios; this should
not be done in a summary, but rather in an eadestion. In any case, while
Appendix Ill, Section 8 does present a “no uplaodding scenario”, there is no
mention in the appendix of the “reduction of conitzaed sediments in receiving
waters to attain desired sediment target conceémtiit scenario. Thus the summary



is misleading, or the results of the scenario wergtted. Since this information is
used for the determination of the Waste Load Aliioces (WLAS), the omission is
significant.

3. Appropriateness of the estimate of load capacity and load reductions
Toxicity TMDL in freshwater

There is no presentation of a load capacity forciox The discussion is not very
clear, but one can gather that the intent is tarassthat the load capacity is 1 TUc,
that is that each discharger must reduce the ctratiems in their discharges to less
than or equal to the chronic concentration of gaalutant. The interim allocation is
< 2 TUc, which apparently is currently being achkvathough the data presented in
the TMDL report is insufficient to make this assessat. The final allocation is 1
TUc, which would be protective of freshwater orgams within the Dominguez
Channel. Presumably similar determinations werearfadthe SGR and LAR. It is
unclear why this section does not make it moreiexghat this TMDL, WLA and
LA will be applicable to all watersheds drainingarthe harbor waters, including
LAR, SGR, DC and the near shore watershed, evétoge actions have been or are
being taken as part of separate TMDLs. Since noebrggl was needed to arrive at
this TMDL and the corresponding allocations, thiSIOL is not affected by the
issues discussed in the previous sections.

According to staff, an implicit margin of safety ) is included in these
TMDLs. There is no significant discussion of hovistimplicit MOS is determined.
Although the NOEC were used, it would be usefuévaluate the methods used by
the CTR to estimate the chronic criteria, to seetiwr an MOS is truly implicit in
the determination of these criteria. In additios,naentioned earlier, the assumption
that the freshwater organisms can be exposed taxt@ne of pollutants all at the
chronic toxicity NOEC may not be warranted, andsthol be protective an explicit
margin of safety should be included.

Wet weather metals TMDL in DC

The approach taken by staff is to consider theydsibrm volume and the
numeric target to calculate the maximum daily laadeptable in DC. The numeric
target considered for the calculation is the acuterion for each metal. However, as
stated by staff earlier, “the Basin Plan narratiggicity does not allow acute or
chronic toxicity in any receiving waters”. Theredpto meet the narrative toxicity and
the Toxicity TMDL, the numeric target must be thHeanic criterion, not the acute
one. Otherwise, a discharge at the acute level dviomimediately violate the chronic
criterion. Table 6-2 should consider the chronimetic targets, not the acute criteria.

In addition, the daily storm volumes were estimatsihg LSPC. Given the
issues with the calibration of this model, therédikely a significant amount of error
in the estimate of daily volumes. Thus, the estadallowable load has significant
uncertainty. A 10% explicit MOS is insufficient feapturing the uncertainty in the
LSPC estimates. Table 6-3 should be revised comsgia higher MOS. Given that



there is also considerable uncertainty in the eggnof the existing load, the percent
reduction should be considered a rough estimatberdhan a very precise value.
Certainly it is not known to three significant dgyias currently indicated in Table 6-
3.

An additional concern is that since no exceedahee® been observed during
dry weather, then the decision by staff is that TMDL is needed under these
conditions. The rationale makes sense for freshvaatganisms within DC, although
it is possible that these waters can exceed theitypxhresholds as the water volume
decreases during dry weather. More importantly, rtteest severe problem is in the
estuary and harbor waters. The cumulative loadnduidiry and wet weather has an
impact on the amount of metals present in the wamws, since the DC freshwater
organisms are already protected by the Toxicity TiMihe focus of the reductions
should be the protection of the marine organismd,the load capacity should reflect
the maximum capacity of the receiving TMDL zonesha estuary and harbor. If the
maximum capacity of the receiving waters is gre#tan allowed by the Toxicity
TMDL, then the default should be the Toxicity TMDdr the freshwater loads.

The approach used for the WLA and LA calculatiossscientifically sound,
except that a 10% MOS is extremely small givenuheertainty in the load capacity
estimates. To be clear, the explanation in SecioR£.2 and 6.2.2.3 should indicate
that the allocation is done by area, as presentégppendix Il and Table 6-4. Good
scientific writing practice is to refer to the gecatin an appendix or other supporting
document where more details are presented, sahtbakeader can easily follow the
calculations.

There is a significant difference between the “Méble Loads” in Table 6-3 and
the TMDL in Table 6-4. For example, for Cu the aléble load in Table 6-3 is only
234 kglyr or 640 g/d. The TMDL in Table 6-4 is fb416.6 g/d of Cu (clearly the
TMDL cannot be calculated to 5 digits of precisjorEven if one considers only the
wet days, there is no explanation of how the caltah goes from the Allowable
Annual Loads in Table 6-3 to the TMDLs in Table 6athd Appendix Il does not
provide any information. Since this is a crucidca&ation for the TMDL, it should be
more transparent.

The interim metal allocations are presented in @d&bb. In the preceding text,
staff indicates that these are calculated “basether®%' percentile of total metals
concentration from January 2006 to January 2010bHeMy was this information
presented in the entire report (TMDL document appeadices)? In addition, these
values are substantially above the interim toxia@tpcations. A reconciliation of
these interim allocations (toxicity vs. individuaktals) is needed, to ensure they can
be met.

Wet weather metals TMDL in Torrance Lateral

The approach taken by staff is different than f@.In this case, the staff has not
taken into consideration the LSPC model resultss Tay be a good decision. In this
case, water and sediment “allocations” are basedoanentrations. The approach is
scientifically sound, with the exception that these based on acute concentrations,
so it again does not follow the Basin Plan: “thesiBa&Plan narrative toxicity does not



allow acute or chronic toxicity in any receiving tees”. Thus, the chronic toxicity
values must be used to be protective. Rather thannae an implicit MOS, it would
be scientifically more defensible to assume thaegplicit MOS is needed if more
than one of the metals is present at concentratieasthe chronic criterion.

The Waste Load Allocations for the ExxonMobil refig are based on a
stormwater flow rate of 3.7 MGD for only 7 days/While this flow rate may be
reasonable, no data was presented to support tbe@lateon. The Numeric Targets
used are not indicated; if the acute targets werssidered, this would not meet the
Basin Plan.

Marine Sediment interim allocations

Interim sediment allocations for metals are basedbserved concentrations.
Staff considered the #5percentile values of the observed values for thisrim
allocation. There is no specific justification fdte use of the 95 percentile, as
opposed to a lower level; it is likely set at adkethat will not be easily exceeded. It
would be better to have a justification for thioe, other than it being consistent
with NPDES permitting, since this is not an NPDESnpit. More importantly, the
underlying data for this choice is not presenteginvdiere in the document, and there
is no explanation of how data from different yeaes combined to produce a single
value. It is possible that the t@@ercentile values reflect samples from 1998, while
the current condition may be much better, or itlddoe the inverse. In either case, the
scientific basis is not transparent so that oneataarly understand the selection of
the values in Table 6-8. For the PAHSs, insteadsiigia value for Total PAHSs, the
interim and final allocation should be based oniidial PAHS, as presented in
Table 3-7. There is no mention of interim allocaidor pesticides other than DDT,
which indicates that this is not a complete setllaications.

It should be noted that in some cases, using tiep@fcentile value means that
the Numeric Target is exceeded by almost two ordémmagnitude, particularly in
the LA Harbor Consolidated Slip which apparenthheavily polluted. Thus, higher
priority must be given to these areas in termsediicing their concentrations to the
Numeric Targets.

Marine Sediment TMDL and final allocations

The TMDL, WLA and LA are presented in Table 6-1MeTdescription of the
methods in Section 6.4.3.1 (page 90) is quite vagne thus hard to evaluate whether
these critical calculations are scientifically sdunThe short description of the
approach in Appendix Il (Section 1) is also ratherited. This lack of transparency
is not appropriate for building credibility.

It should be mentioned somewhere in this secti@t the “Current Load” in
Table 6-10 is calculated based on the sedimenterdrations in the table in
Appendix Il that lists “Sediment Concentration dnihation per model zone (top 5
cm)”, which was generated using EFDC. The curreatl$ are presented in Table 4-
6, but again the connection is not made clearendibcument. Again, it is not clear if
these predicted concentrations are at the endeo$ithulation (2005) or the average
from 2002-2005. In any case, the current situabtip2010 may be quite different, so



the observed values would have provided bettemestis of the current load. Given
the uncertainty associated with EFDC output, disedsabove in the Linkage
Analysis question, these sediment concentrationg moa reflect the actual values.
Note the significant difference between the valireSable 6-8 and the values in
Appendix lll. The depth of sediment considered tfog Current Load is not clear —
just the top 5 cm? There is also no mention of iethe load in the water column
was considered or not.

For the TMDL calculation, the Numeric Target (ERWas presumably
multiplied by the mass of sediments up to the saewth. That is a scientifically
sound approach, assuming that the mass of poll(tisgolved and associated with
suspended sediments) in the water column is vewll gelative to the mass in the
sediments.

The air deposition estimates are explained in Adpenll Section 6. Those
follow scientifically sound methods. It is importaihat the TMDL document make
reference to the section in the appendices whesk salculations are provided, so
that the reader can easily follow them. One impurtasue with the air deposition
estimates is that there is no estimate of the taiogy or variability in these values.
Since these calculations are based on a few dattspio a relatively short timeframe,
some allowance for uncertainty should be takenactmount in an explicit MOS.

There is no explanation of how the Load Allocation “Bed Sediments” was
done. Are these based on the total sediment deposétes presented in Appendix
[1l, multiplied by the pollutant concentration calated by EFDC? Or the pollutant
concentration calculated by the corresponding LSRdalels? Given this lack of
information, the scientific validity of these estites cannot be determined. In any
case, the total sediment deposition rates in Apperid have considerable
uncertainty and may be in error, based on theivelsitpoor calibration results; they
are certainly not known to 5, 6 or 7 significangith as presented in the table in the
appendix. There is also considerable uncertainsitimer of the models with respect
to pollutant concentrations, so again the estimat#&dor these bed sediments has
considerable uncertainty.

Waste Load Allocations are apparently determinesttian the freshwater input
estimated for each permittee and waterbody basdbednarea (a well known value)
and the LSPC flow rates (a value with potentialpngicant uncertainty and bias as
indicated by the calibration results of the neasrehwatersheds model). There is no
mention of the pollutant concentrations used torese the WLAS. Given this lack of
information, the scientific validity of these estites cannot be determined.

Although the text mentions that “refineries whicéive provided discharge flow
data along with monitoring results receive masstiadlocations”, Table 6-10 does
NOT list any refinery explicitly. In fact, only th€IWRP is identified explicitly as a
point source, other than the MS4 permittees (LA r@puCity of Long Beach and
CalTrans). Throughout the TMDL document, informat@bout these point sources
(i.e. refineries and other major sources) is at bbscure. It is possible that these are
indeed minor sources, but the lack of transparémnaymajor issue.



The use of concentration-based limits, appliedaly dverage limits, for minor
or temporary sources (e.g. construction), is ansifieally sound approach. The
problem is that the values in Table 6-9 don’t cgpand to the Numeric Targets in
Table 3-1 for Cu, Pb, and Zn, and that the valuéo&mzo[a]pyrene is being used for
Total PAHs, when the impairment is by individual IF#\ not the total. This lumping
of PAHs is not as protective, since PAHs have miisty different toxicities and
bioavailabilities.

Staff mentions that “an implicit margin of safetyigs in the final allocations.”
Since the method for calculating the TMDL and adlbens is not transparent, this
statement cannot be evaluated. However, giventhbertainties, it is unlikely that an
unquantified “implicit” MOS is protective. The agaption that the LA in bed
sediments and air deposition is calculated witmifigant certainty does not seem
warranted, given the issues with modeling. Evethdf information is not based on
modeling (i.e. observed sediment concentrationa given volume), there is some
uncertainty in the determination of the pollutanhcentrations in these sediments,
which should be reflected in an explicit MOS.

The other three metals that had not been considerady of the modeling or
previous calculations are finally considered in [€a6-11. If there is no effort to
reduce their loading from the watershed, then ahmaogger time may be needed to
achieve the Numeric Targets. It is unclear why ¢heslues do correspond to the
Numeric Targets in Table 3-7, but those in Tabidob not.

The proposal by staff to achieve the Direct Effeit4DL either by meeting the
final sediment allocations or by demonstrating dlesired qualitative condition via
multiple lines of evidence is a scientifically sauapproach, IF the final sediment
allocations are truly protective of the aquaticamgms. As mentioned before, the
lack of transparency in the calculations reducesr toredibility, and the implicit
MOS may not be protective enough.

TMDL for Bioaccumulatives

The term bioaccumulatives is used incorrectly iis thMDL document, since
PAHs and some metals are also bioaccumulated arsdstiould be considered here.
It would be best to either use the term toxic orgarfand move the PAHSs to this
section) or just organochlorines.

As mentioned in the response to the first questiom,use of numeric targets for
different pollutant-media combinations requires ansideration of the partitioning
coefficients, otherwise a numeric target could ramfitt another one. Thus, staff
considered the ERLs in some cases and the BSAFsther cases. The most
protective value was used, which is scientificalyund. It would be best if this
problem was resolved at the moment the numerictargre set, so that it is clear
what the target is.

Although there is a better description of the mdtheed to determine the TMDL
in this section (Equation 3), and the method iergdically sound, the approach for
allocating the loads to LA and WLA is not clear.eTlack of transparency does not



permit the evaluation of the method used to detsenmmnass-based WLAsS. The
approach used for minor and temporal sources ensfically sound. The implicit
approach for determining the MOS is not scientifjcaound; an explicit calculation
of the uncertainty should be done to determineMiS. A 10% MOS is unlikely to
be protective. The selection of multiple numeriagés is not by itself a
determination of an implicit MOS. The most consémetarget must be used, but
there are uncertainties in the calculation of teaak, so an additional MOS is needed.
The concentration based WLAs for chlordane, dialdnd toxaphene require a better
assessment of the sources to be useful for the TMDL

One issue with concentration-based load allocati®tisat it could lead to a total
load greater than the TMDL under some circumstarntiesrefore, monitoring of the
actual loads will be needed to ensure that the TNdEdctually being met.

Critical condition

The critical condition would be a large wet weatbeent that produces extensive
contaminated sediment transport through the chanmsl well as contaminated
sediment redistribution in the estuary and harbatevs. Thus, although the report
indicates that the “critical condition is not idéietd based upon flow or seasonality”,
there is clearly a seasonal nature to the critoalition, i.e. high precipitation events
during the rainy season. The concern is that atleais achieve attainment of the
beneficial uses may again become impaired duedb suents. As such, the current
analysis does not contemplate what to do in thse.c# solution would be to
implement a monitoring program after such everntsyeassess the situation and
determine whether the TMDLs and allocations arejadte.

4, Sufficiency of proposed monitoring program to assess effectiveness of the
TDML and attainment of water quality standards

The proposed monitoring program is generally sdieally sound. The samples
should be analyzed for all the pollutants listedTable 2-18. The current text is
unclear as to the metals to be considered. Thealert does not indicate that any
future samples MUST be analyzed using analyticzthrigjues with detection limits
low enough to indicate whether the Numeric Targeesbeing met. While this seems
an obvious requirement for any QAPP, it is stiitdeéssing to have read that so many
samples have been and are still analyzed with isfsetbry analytical instruments.
The proposed frequency is appropriate, exceptahaipted in the Critical Conditions
section above, after an extreme wet season a rousddiment sampling should be
conducted to assess the situation and make adjotstriiethe TMDL and allocations
as needed. Since eliminating toxicity is the priyngoal of this TMDL, toxicity
testing should be required of all stations in Table, and should include both water
and sediment toxicity. Hopefully, the reduction tbe pollutants targeted by this
TMDL will eventually eliminate toxicity, but such enonitoring program would
ensure that toxicity does not continue due to nellufants not targeted here.



5. Evaluation of the implementation plan and allocations

The narrative for the implementation plan is geleracientifically sound. The
proposed phase approach, where some more immexditms are taken along with a
more detailed monitoring program, makes sense. rGthe large uncertainties in the
source terms and modeling results, in additiomésée steps, a full revision of the TMDL
and allocation calculations should be done befegriming Phase II.

It is surprising (in a bad way) that the Superfgitds present in this area, which are
likely major contributors, are only mentioned aisthate stage in the document. These
potentially major sources should have been consitder the Linkage Analysis and the
TMDL. How can such hot spots not be taken into ant®

The timeline for the implementation (Table 7-2) reasonable, although the
deadlines for Tasks 12 and 13 have considerableriamaty. Key will be to (1) have a
much better monitoring program; and (2) have mustteb models that can help to make
a better assessment.



Minor commentsfor Draft TMDL document:
Page 21: what is meant by “Some areas changesaisored.”?

Page 32: The statement is made that “From 199404 ,2sampling frequency has
decreased and now only occurs only in years wheretls a discharge, such as 2005.”
The first part of this statement refers to a paléicperiod, yet the second part refers to a
year outside this period. Did the sampling freqyeneturn to normal after 20047?
Apparently not. We are in 2010, so it would be uk&d know what is happening today,
not 6 or more years ago.

Page 50: The document states that “the chlordaied&riti, toxaphene, DDT and
PCBs sediment targets presented in section 3.1y2need to be revised”. Section 3.1.2
refers to water numeric targets, not sediment.

Page 55: Lots of information is provided, for exdenfhe requirements of Storm
Water Management Plans, but this is not relevatitéoaf MDL. The document should not
be padded with such information.

Page 56: A map of all these permittees would bé&equseful. A table indicating the
monitoring data collected by each of the permitisesecessary, as well as an appendix
with the actual data. Table 4-1 is too general. kVdal they start monitoring? What
parameters? Are the results indicating that thesenaportant sources? For example, at
the end of the page it is mentioned that the Citizang Beach received a permit since
1999, but no monitoring results are reported.

Page 64: The correct units arg/m?-day and ng/mday, notug/m’day or ng/r/day.
Also, the acronyms of the water bodies should beiged in a footnote.

Page 65: The heading of Section 4.3.2 is incorfEois is not an analysis of the
existing “sediment”, but rather of the pollutantshin the sediment.

Page 82: The equation for TUc was already introduoepage 45. It is not good
practice to be repetitive within a report. Howevar,this case there is an example
provided, in which the authors state that “if th©BC is estimated to 25% using
hypothesis testing”. What does 25% refer to? PéroEwhat? Presumably 25% of the
NOEC, but this is unclear. The definition actuadlyould be revised. It should be the
sample concentration divided by the NOEC. Thusrmame concentration which is twice
the NOEC would have a TUc of 2.

Page 94: The paragraph in this page does NOT pamesto the Margin of Safety
discussion. A separate heading is needed.

Page 114: The information that separate TMDLs amegimplemented for LAR and
SGR should be mentioned earlier in the documerd,iaran earlier section numerical
information should be provided to be able to deteerhow the joint actions of the
various TMDLs will eventually result in achievemaiithe beneficial uses.



Commentson Appendix | (EFDC model)

Discussed above.

Commentson Appendix Il (L SPC water shed model)

This appendix intends to present the methodolotjyed to setup the LSPC
watershed model, for calibrating and validatingrin@del, and its subsequent use for
developing the loads associated with the variousces in the Los Angeles and Long
Beach Harbors. While the appendix does provide nrapprtant elements of the model
setup, there are some important gaps in the infoomarovided. More significantly, the
calibration of the LSPC model for the near-shoréevsheds is not scientifically
supportable. The analysis relies on previous implaations of the LSPC model of the
LAR and SGR for the load calculations; insufficiemformation is provided in this report
to determine whether those calibrations were adegbat if the same approach was
undertaken, the scientific validity would be questble. Although the authors attempt to
“validate” the model, the results of the validateme not adequate, particularly for TSS.
Since the transport of the metals and toxic orgaompounds studied here depends
considerably on the flow and TSS calibration, theseilts are questionable as well.
Quite frankly, the answer to the question of whethes study is scientifically adequate
iS no.

Additional comments:

Page 1: reference to a modeling approach for mistgisen, but the citation is SCCWRP
“unpublished results”. Since this reference isa@ilable, it is not useful at all. Need to
provide date and number of any report cited indbeument.

Page 2: the authors indicate that they use twerifit approaches for wet and dry
weather loads. They justify this indicating thateat TMDLSs in the LA region have been
done that way (without indicating which ones, se shkatement is not backed by a proper
citation). It is unusual that they have chosend®e an approach that appears not to be
able to handle a continuous simulation of dry amd weather. One could incorporate
source functions for the dry weather flows into ICS#® account for them, so it is unclear
why the authors have chosen this more complicatddess scientifically defensible
approach. Antecedent conditions can be importarth®simulation of hydrology, TSS
and pollutant transport, and the current approaems ta priori discount their
influence.

Page 3: The authors correctly point out that alifmonon-point sources are distributed
throughout these watersheds, there are likely duohepots. For example, although
PCBs can come from several land uses, there aly Bome electrical transformer
locations which are hot spots. However, this olesiom is then completely disregarded.
There is no effort to identify hot spots since fthesence and impact to receiving
waters are difficult to identify/characterize.” 8ethese may be the most significant
sources for specific pollutants, a proper study lvdnave made the effort to identify
them and consider them in the model. Managemerareacwill have to be specific for



these hot spots, so ignoring them (or averagingnti‘éo the land use coefficients) is not
useful.

Page 4: It is mentioned that the LSPC model “has Iseiccessfully applied and
calibrated” for the LAR and SGR. There is a naedhjectively define “successfully”.
What was the goodness of fit measure used to detersuccess? Was there any other
statistical approach used to evaluate this? Shisad also a major problem with the
current analysis, one is left to wonder how “sustds the development of the LAR and
SGR models was.

Page 4: The criterion used to discriminate betweeinand dry weather was the50
percentile observed flow. Was there observed flmvevery day at all monitoring
locations, to be able to make this determination?&s this based on flow at a particular
location? Was it consistent across all the watelsher were wet days specific to a
watershed (LAR, SGR, etc.)? How are the antecexmrditions handled for this
discontinuous approach?

Page 5: Define CALWTR and provide a reference.

Page 5-6: The drainage of Machado Lake was notidenresl in the analysis, even though
the authors indicate that it may be connecteddédtarbors during extremely large and
rare meteorological events. While these eventsimawre, they are large, and could
represent a significant fraction of the cumulatvad, since they tend to wash the
landscape more intensely. The exclusion does ot $estified without additional
analysis to show how rare they are (some measureqiency) and whether they can be
a relevant fraction of the cumulative load to therlbors.

Page 6: The gaps in the rainfall data were patdhéddle this was done only for less than
5 percent of the records, there is no informatinrow significant these patches were.
Since rainfall is sparse in Southern California, ®f#y be a significant number of rain
days. There needs to be a table indicating ah@iteteorological stations, the number
of records per station, the number (or frequentyhissing records, and an indication of
the station used to fill in the gaps. This is marrly important since the authors
considered hourly precipitation, and the approadhicate in the last paragraph of page 6
tends to reduce the validity of using “hourly dat&it is going to be spread out
throughout the day.

Page 7: While it was adequate to discretize the leses as indicated, the parameter
values associated with each land use were assuetechahnistic, with a single value for

a given land use. For the sensitivity analysigjatild be important to allow the most
important parameters vary to have a better ideheofeal sensitivity, and then to be able
to determine the uncertainty in the load estimaks. current approach for the sensitivity
analysis is overly simplistic.

Page 11: Most point sources do not have a constdfibw, and their concentrations are
also quite variable. In particular, there is nosgeato believe they control the metals or
toxic organics in their discharge, so these vahredikely to vary considerably from day
to day. Table 2 does not indicate which dischargexe limited data. The authors
indicate that the average flows are in the modgltwese, but that information should also
be provided in this appendix. If the majority o€tNPDES dischargers are being treated
as constant flow and loads, then this is likelpécan incorrect representation of the point
source loads.



Page 14: The authors indicate that “after compahegesults, key hydrologic
parameters were adjusted”. Using what goodness miefasure? Nash-Sutcliffe? It
appears from the later sections that it was aledasually, which is an unscientific
approach. Even if the goodness of fit is not gaoid,important to know how bad it is,
not just whether it “looks” good or bad.

Page 15: The statement is made that “During low ffonditions, the model is unable to
predict dry urban runoff”. If the authors had calesed adequate source functions for the
various landuses, this could be modeled using LIMR€ir ad-hoc approach is not as
defensible.

Page 15, Figure 4: The model clearly over-prediots at all times during this event,
perhaps by over 25-30%. The authors should aldodbthe cumulative flow. They
would then see that the simulated pulse is muctdvithan the measured pulse. This
would have significant implications for TSS anditsxtransport, and also affects the
simulated concentrations, if more water is avaddbl diluting the load. The authors
indicate that “this small discrepancy in flow islineithin acceptable modeling ranges.”
Based on what? This statement is very misleadmggality, this error is significant and
most modelers would continue calibrating to rediheebias (over-prediction). Since the
authors are only using a visual comparison, theytfeey have done an acceptable job,
but in reality this is a poor fit.

Page 15: It appears that only one storm event w@g for the calibration, out of the 3
years of simulation. There is no basis to think thess one storm event is representative
of typical events. If no additional storm eventadatas available, this should be stated
clearly. One obvious solution would have been ttecba few more events. In addition,
it is surprising to see that the Forest Subwaters¥tech has the lowest flow is used for
“calibration”. It is the least representative oétthree locations. Thus, the baseline for the
calibration was poorly chosen.

Page 16: Most modelers would use data from the $acagon at a different time to do a
proper validation. The authors have chosen towsedltfferent sites for their validation.
However, the underlying parameter values are differgiven the different land uses, so
this approach has much lower scientific validity.

Page 16, Figure 5: The match is poor even by vistaaidards. The authors indicate that
“the initial peak was low; however the second peak fairly close.” Again, only a

visual comparison. The authors fail to state thaytmiss the size of the first peak by
around 75%, and that their overall pulse is mucater so that they are simulating a
much larger total flow than was observed, by aigant factor. Thus, stating that it was
“fairly close” is rather inaccurate. An analysistbé cumulative flow would have shown
that flow at this location is also seriously oveegticted. This site has about 8 to 10 times
more flow than the Forest Subwatershed, so the mreglicting is quite significant.

Page 16, Figure 6: At least the authors acknowl¢olgie‘the validation results did not
match the measured flow”. In this case, the moerbsasly under predicts flow, both the
peaks and the cumulative flow. This is the mostartgnt subwatershed in terms of flow,
and it is the worst in terms of model output. Clg#tie choice of subwatershed for
calibration was a poor one. The authors also menhiat they did not adjust the LAR
watershed parameters “outside of recommended rényé® recommended the range of
parameter values? Is there a basis for these rakgeshe studies or literature values to
refer to?



Page 17: The authors mention a “robust calibradiah validation process” for Ballona,
LAR and SGR. What is the basis for saying it isotist”? Is there a more objective
guantification of the quality of the fit? If the rant implementation of the LSPC is an
example, then one has to wonder what the authorsider as “robust”. Clearly, the
parameter values were not just transferable, luatithors go ahead and assume this is
OK, even after a poor outcome in the calibratiod @alidation process.

Page 17: The paragraph that starts with “Similar.toshould be the first paragraph in
section 3.2.2.1.

Page 18, Table 4: This is a very good table. Alaimtable should have been presented in
the hydrologic calibration section, with all thednglogic parameters, showing the
adjusted values and the ones from the previous (L.3GR) models.

Page 19, Figure 7: The model clearly over prediesTSS pulse even in this small
subwatershed. The authors indicate that “theseefiaacies are well within acceptable
modeling ranges.” This indicates that either thinars (1) have no significant previous
modeling experience; or (2) have no significanéstfic integrity. Either way, it is not
good. The match is poor, and if this is the besy itan obtain, then the resulting load
calculations, which rely to a great extent on T868centrations are going to be incorrect.
If they consider the difference in cumulative T88d in this pulse between the
simulation and the observed values, they will msathat they are simulating a pulse that
is probably an order of magnitude greater. Thataarly not “within acceptable
modeling ranges.” This in addition to the notioatth model can be calibrated based on a
single event at one location.

Page 20, Figure 8: Things get worse. The autharmdhat it is similar to the Forest
subwatershed, but given that the highest obsemedentration is 200 mg/L vs. 800
mg/L in the simulation, the error is much largeraddition, the over prediction of total
sediment flux is much greater.

Page 21, Figure 9: And even worse. In this cagesithulation does not even resemble
the observed data at all. The model under prethetsediment load significantly. This of
course has to do with the poor hydrologic match.

Page 21, Figures A-2 to A-15: Without a scientificaalid measure of goodness of fit, it
can't be stated whether the model predicts the W&5or not, but in general it appears
that the model over predicts them substantially.

Page 21: Amazingly, the authors have the audazisydte: “Overall, the model appears
to reproduce the magnitude of the observed datl’wélis model has clearly been
poorly implemented. Another option is that this rabid not applicable to these
conditions. But to fool oneself into thinking thhe output of the model is valid is
incorrect.

Page 21: What is the significance of Jan 1995 lyp2005? Why not extend the
simulation period to cover the time frame wherey)\god observed data is available for
the harbors, in 2006? What is the temporal resmiuti the LAR and SGR models for
this longer period? Still hourly?

Page 22: What was the source of observed dathdardncentrations of toxic organics
used? There should be a table summarizing theetat@source, period of record, number
of records per toxic, detection limits, etc.) Hapresentative is this data of the entire
watershed?



Page 22: The authors indicate that the previowdiprated models (assume it is LSPC
models, but should be explicit) of the LAR and SB&e expanded in some way. How
were they “expanded”? What does this do to thdration?

Page 22: Does the POTFW parameter depend on pHedanetals? Or fraction of
organic content for the toxic organics? If not,thieis parameter does not truly represent
the relationship between sediments and these tacsshould be improved before
using it this way. Are any reactions taken intosidaration? If not, state this.

Page 23: It is unclear whether the model outptdted metal, dissolved metals, or metals
in particulate. If only dissolved, how do you acobfor the load on the TSS? When
comparing to observed data, are you comparingdhect fraction? This would make a
huge difference.

Page 23: The authors mention that the comparisegwaphical. They really mean
visual, which as indicated above, is not scierdlficacceptable. The authors mention
that for these three metals the predicted condgmrtisaare “slightly lower” than the
observed concentrations. For Cu the simulated peag&entration is significantly less
than half of the observed value. For Pb, therdasger discrepancy. The least difference
is for Zn, but there is still a significant errdihe cumulative loads (integrating Figure 11)
are seriously over predicted, which is not surpgggiven the error in flow and TSS.
Thus, it is unclear what the authors consider ttshghtly lower” or “fairly close”.

Again, there is a statement that “these model tesué within acceptable modeling
ranges” which is rather unnerving. Just like in pinevious “calibrations” only one storm
event at one location was used to “calibrate” tloeleh. Scientifically this is
unacceptable.

Figure 10: The small negative values for the sitnateare an artifact of the graphing
software, but should not be presented. They arecabt

Page 26, Table 6: The percent differences forargekt subwatershed are around 84 to
87%. Clearly this model is not predicting the cotitexic metal concentrations or loads
during wet weather. Given that it under predicts¢bncentrations, it would result in a
higher risk to the environment and humans, sineveould be misinformed in the actual
levels.

Page 26: Are these EMCs flow-weighted? Unclear \aang important.

Page 28: These results clearly indicate that tludehis not valid. The results are not
“well within the ranges of observed data.”

Figures A-16 to A-27: Without a scientifically vdlmeasure of goodness of fit, it can’t
be stated whether the model predicts the metalesurations well or not, but in general
it appears that the model under predicts them aaobatly at most locations, most of the
time.

Page 33: This sensitivity analysis is terribly siistic. These two sediment parameters
are important, but there are many others that neyarole in determining the metal
concentrations. A thorough review of the hydrolpgediment and metals parameters in
LSPC should be done, and then those that restlieihighest sensitivity should be
considered. The error bars for the EMC are of @gkrbut the most important calculation
is the load for each metal, not the EMC. The aursensitivity analysis is not
scientifically acceptable. The authors are refetce@hapra’s book on “Surface Water
Quality Modeling”, to learn how a sensitivity ansily is performed.



Page 36: The authors indicate that “Final EMC valioe SGR and Coyote Creek were
obtained by averaging the three storms EMCs arndrémpective standard deviations for
each reach.” Frankly, this sentence makes no sense.

Page 36: The authors indicate that McPherson €@06) “state that in most cases, the
total load estimated using EMCs for long-term siatioh can have similar accuracy as
more complex models.” While this is a statemens fias not been proven. The use of
EMCs has its place where insufficient data is a@é, in which case using a more
complex model is not going to improve the resdlthat is the case, then what was the
point of setting up LSPC/HSPF for these watershédt=n a simpler calculation could be
performed?

Page 36: These sensitivity analyses were agairdlmasgpist a perceived “most sensitive
parameter” without any formal evaluation of othargmeters at all. While one can
generate different values using different EMCss itot valid to assume that this
represents the widest range of probably values.

Figure 17: Most of the observed values are out$idglus/minus one standard deviation
range according to the model. This indicates tmainodel does not adequately predict
the actual range of concentrations that will beeolsd. Again, only one storm event is
evaluated.

Figure 18: In this case, most of the observed \waue below the lower range based on
one standard deviation, so the model over predittis location.

Figure 19: No observed data, so no way to knowafrhodel over or under predicts.
Page 40: These results for “total PAHs” are onlydvior the aggregate, and not for
specific PAHs. Since each PAH has its own toxiaitg fate and transport, the results are
not useful for predicting the actual toxicity oetdischarges. The reader should be made
aware of this.

Page 46: The method is acceptable, except thdtS8evalues used for the calculations
are incorrect, so the results are not valid.

Figure 24: Define “Port DL".

Page 50-51: As far as one can gather, for the LRatuthors used observed flow data,
but for the SGR they used LSPC modeled flows. Gthhahthe LSPC cannot model dry-
weather flows, it is unclear how one can use isfame but not all. There is no clear
explanation for the inconsistent approach.

Page 51: The dry weather flows are apparently baseldor 2 days of flow monitoring.
How do we know those were typical days? The loadyais is being extrapolated to
thousands of dry days based on this sample size?

Table 13: Are the data log-normal? This should belenexplicit. The standard deviation
seems to be much larger than the mean, so if ti@eada normal, then the mean minus
one standard deviation would be a negative vahre.these total metal or dissolved
metal concentrations? Was there enough flow attleestions to mobilize sediments
during dry weather flows?

Table 14: Given the scarcity of data, this appraaddequate for dry weather flows.
However, it should be clearly stated that theseneséd loads have a high degree of
uncertainty, given that they are based on verydbgervations. The high range may not
reflect the variability in flow, and the “mean” wad is not known to the degree indicated
in these values (3 to 4 significant digits). Attieéss an order of magnitude estimate with
one significant digit.



Page 54: Is there any study that can support thengstion of the sediment composition?
Surely the soils in this area have been studieothgrs in the past.

Page 55: the “sensitivity analyses” performed aretiue sensitivity analyses.

Page 55: to the dry-weather flow and load predistj@dd that these are based on data
from one day only.

Page 55: There was no presentation of the estintlagegoint source and non-point
source loads separately. Since this will be neadéae TMDL, this is an important flaw

in the presentation. It is not clear that thesesvemtually calculated separately.

Page 55: Similarly, the final results do not sefmathae dry and wet weather loads for
each pollutant. Instead, only “average daily” loads presented in the figures. Since
management actions may be different during thegs, di&ck of this information is a

major flaw in the presentation of results. A tabtesenting the average dry and wet
weather loads is needed.

Page 55: There is no formal estimate of the uniceytan the loads. Figures 30-35 should
present the error bars that reflect the uncertaintyad estimates. Clearly, given the poor
calibration basis (one storm event) and the polioredion results (as discussed above),
there is a considerable amount of uncertainty énetstimated loads. This information is
very important for the TMDL. These sensitivity aysds do not adequately reflect the
uncertainty in the calculations.

Page 55: The EMCs and other land use based loatbéss have been considered for the
“industrial” land use as if this was a typical nokindustries. However, near the harbors
there are many facilities which are clearly “heawyustry”, including refineries and

other chemical processors, which are likely to gateemuch higher loads than light
industry, or even a mix of industrial sources. @oeld look at the Toxic Release
Inventory information for the facilities in thisea to have a much better idea of the types
of sources. These sources are very close to therwaags and harbors, so the transport
pathway is short. Since this has not even beeniara&d in the report, or particularly in
these modeling assumptions, it is likely that thi&s not taken into consideration by the
authors. Thus, the load estimates are likely tmberrect.

Figure 29: The label is hard to read.

Minor typos:
Page ll-i: heavily “rely” not “reply”
Page 51: change “verses” to “versus”

Commentson Appendix I11
Appendix I11.1

Page 3: The time period for the EFDC model was 20@0D05, while the best observed
data is from 2006. This does not make sense, anedplanation for truncating the
simulation in 2005 is that the LSPC models wereugated from 1995 to 2005. Why not
extend the LSPC simulations to 20067



Page 4 and others: as in the rest of the repblggand figures should be numbered so
that they can be referenced in the text, and saieepretation of the information in each
table and figure should be provided in the manpscri

Page 4, Waterbody Information table: the depostitatas are not known to such
precision, and should thus be reported only talégree that the calculations justify. |
doubt there are more than 2 or 3 significant figuleit not 7 (e.g. 1,564,089 kg/yr).
Good scientific practice requires one to reportdbeect precision. In the caption it
mentions “TMDL waterbody”, but in reality these &f@VIDL zones”.

Page 4, Sediment Concentration Information tabls:unclear if these are total metal
concentrations, dissolved or adsorbed. For thetorganics it is clear that these are total
concentrations, so it is even more confusing.

Page 5: The text reads “The areas and percentatms are...” Percentages of what?
Should be clear that these are percentages offegshinputs.

Appendix I11.2

Page 7: The threshold for wet weather days is isistent. For the Dominguez Channel
the 90" percentile flow is used, while for the near shwegersheds, the B(percentile

flow is used (Appendix Il, page 4). This can malsgificant difference in the load
considered for different watersheds, given theedgfiit approaches used for dry and wet
weather. The load duration curves were appareethgldped using only the wet days.
Given the relative few wet days in this regionstiiay bias the analysis. No effort seems
to have been made to determine the impact of #ussobn. Although the flow and loads
in dry days is smaller, the cumulative contributtorthe harbor waters can be quite
significant over time. There does not appear tarmeindication of the relative
contribution of dry and wet days to the total load.

Page 8: The “Allowable Loads” presented in thedaln not match those presented in
page 11. The difference is quite significant. Theneference to a section in the entire
report where these Allowable Loads are calculgseace this is critical for the TMDL
calculation, it should be a transparent presemtatihat is the uncertainty in the
calculation of these Allowable Loads? Clearly thame many data gaps, so there must be
some sense of the major uncertainties. Again, tewpthese values to a high precision
gives the false impression of certainty.

Pages 9 and 10: The y-axis labels are unreadatdeha numbers in the x-axis are also
unreadable.

Page 11: A 10% explicit MOS is considered. No ficgttion is given. Given the data
gaps, it is very hard to justify such a small MOS.

Appendix 111.3



Page 13: The method for determining the initialarirations is not discussed at all.
Given that this is a complex calculation based ata dfom several years and locations,
and that it is crucial for an adequate estimathefconcentrations of toxics over time, it
is a major deficiency in the report. Was equal Wwegjven to all data? If not, what were
the weights? How can one use data from 2006, pastilmulation period, to determine
the initial concentrations in 2002? There is n@stific basis for doing this, since the
only method for back calculating the concentratifsasn 2006 to 2002 is the model that
is being calibrated. The authors have a seriousl@mowith circular logic. In addition,
there is no scientific basis for reporting the @mteation to such a high precision.
Laboratory results do not have such precision. &®rithe authors could take a look at a
few lab reports to understand the actual precisisuch data.

Appendix 111.6

Page 50, Table 2: Correct notatiomigm?-day, notug/m’day. Also, it is better to
present a range of values, or some other meastineiofvariability. Clearly, their
sources are different and meteorological conditigag a major role. There is no
discussion of these considerations; one must asthahéhis was not taken into account.

Page 51: There is no calculation of the uncertamtirese estimates. Since these loads
are an important part of the TMDL calculation siimportant to determine the
uncertainty.

Appendix 111.8
Page 2, Fig. 1: Hard to read label.

Page 2: A four-day average was considered. Is theegulatory or scientific basis for
this selection? What is the objective of such ay@gf This tends to smooth out peaks in
concentrations, which may under protect organigrasdre exposed to such peaks.

Page 4, Table 2 and Figure 3: While the commemiaide that almost all of the TMDL
zones exceed the criterion (34 mg/kg) even whethalupland sources are eliminated, it
is clear from Figure 3 that this is a matter ofdirithe simulation ended after 4 years, but
if additional time was taken into considerationfant most zones would eventually meet
the criterion. Some may take too much time, ang #dditional actions may be needed.
However, the current analysis does not point astithportant finding. Eliminating or
reducing upland sources does have a very positigeteas expected. The current text
implies that there is little or no value in doirg since the criterion is still exceeded. The
authors could have done further analysis to detegmihy there are some locations that
respond very rapidly and some that almost do regaed, to guide the development of
the TMDL.

Page 5, Fig. 2: Why use negative values in theig?aWhat is the significance of starting
day 0O in the middle of the simulation? Why not astual dates?



Page 11, Figs. 8 and 9: These two figures aresiaryar, if not identical. Is this a
mistake? It is hard to understand how the PAH coinagons would decrease so rapidly
in the Base Scenario. If this was the case, onddamat need to do anything but wait.

Page 11, Figs. 10 and 11: Same issue.

Page 15: The authors mention that “copper hot spitisn all zones were reduced”.
How were they reduced? There was no mention ofptt@giously in the report. This
would be quite important to know. How was this imi@ation considered in the TMDL
calculation?



